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Abstract: Recently Cell Free massive multiple input 

multiple output (M-MIMO), comprising of large number of 

distributed access points (APs) is a promising technology in 

order to provide high data rate, spectral efficiency (SE), and 

energy efficiency (EE). In order to achieve optimality in the 

performance of the cell free M-MIMO, a suitable selection 

technique of AP is performed among large number of AP. 

In this work, zero-forcing (ZF) and minimum means square 

error (MMSE) linear precoding are used since it is free 

from self-interference hence, improving the system sum-

rate. The present work proposes a maximum channel gain-

based Access Point Selection (APS) algorithm for access 

point (AP) selection in the Cell free M-MIMO network in 

order to enhance the system data-rate. Using APS 

algorithm, it is proposed to select those APs whose channel 

gain is highest therefore it automatically improves the rate 

of the system. The same number of users is scheduled using 

a simple semi-orthogonal user scheduling (SUS) algorithm. 

We also used a user clustering algorithm for grouping the 

users around the AP to schedule the best users. It is 

observed from the results that the APS and SUS algorithm 

jointly improve the system rate significantly in cell free 

massive MIMO systems. 

Keywords— Cell Free Massive MIMO; User Clustering; 

User Scheduling; Access Point Selection. 

I. Introduction 

In upcoming days future wireless networks have to manage 

at a time billions of devices where each of the users’ needs a 

high throughput in order to support many applications such as 

voice, real-time video, high quality movies, etc. Cellular 

networks could not handle such huge connections since user 

terminals at the cell boundary suffer from very high 

interference, and hence, perform badly. Furthermore, 

conventional cellular systems are designed mainly for human 

users. In future wireless networks, machine-type 

communications such as the Internet of Things, Internet of 

Everything, Smart X, massive device-to-device (D2D) and 

machine-to-machine (M2M) communications, etc. are expected 

to play an important role. The main challenges of machine-type 

communications are scalability and efficient connectivity for 

billions of devices. Centralized technology with cellular 

topologies does not seem to be working for such scenarios since 

each cell can cover a limited number of user terminals. So why 

not cell free (CF) structures with decentralized technology? 

Therefore, to serve many user terminals and to simplify the 

signal processing in a distributed manner, M-MIMO technology 

is added now a days. The combination between CF structure 

and M-MIMO technology yields a new concept which is called 

CF M-MIMO. Recently, CF M-MIMO has been introduced as a 

practical and useful embodiment of the network MIMO concept 

[1]. In CF M-MIMO, a large number of APs equipped with 

single or multiple antennas, and distributed over a large area, 

coherently serving a large number of users in the same time-

frequency resource.  

In CF M-MIMO networks all APs cooperate via a backhaul 

network exchanging information with a central processing unit 

(CPU). As the traditional M-MIMO [2], CF M-MIMO exploits 

the favourable propagation and channel hardening properties 

when the number of APs is large to multiplex many users in the 

same time-frequency resource with small inter-user interference 

(IUI). Thus, it can offer a huge SE with simple signal 

processing. More importantly, in a CF M-MIMO configuration, 

the service antennas are brought close to the users, which yields 

a high degree of macro-diversity and low path losses [1]; hence, 

many users can be served simultaneously with uniformly good 

quality of service (QoS). Furthermore, it was shown in [1] that 

CF M-MIMO performed simultaneously well than the 

conventional small-cell systems, where each user is served by a 

single AP. For these reasons, CF M-MIMO is considered EE 

promising technology for next generation wireless systems. 

Despite its potential, however, besides [1] there is fairly little 
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work on CF M-MIMO available in the literature. In [3], the 

performance of CF M-MIMO with zero forcing (ZF) processing 

was analysed, under the assumption that all pilot sequences 

assigned to the users were mutually orthogonal. CF M-MIMO 

with beamformed downlink training was investigated in [4]. 

The conclusion was that by beamforming the pilots, the 

performance of the CF M-MIMO downlink can be substantially 

improved. 

A compute-and-forward approach for CF M-MIMO to 

reduce the backhaul load was proposed and analysed in [5]. All 

the above-cited works assumed that the APs have only a single 

antenna. However, the APs can be equipped with multiple 

antennas to increase the diversity and array gains, as well as, 

reduce the backhaul requirements. In addition, while it is well-

known that traditional M-MIMO is EE [6], it is not yet clear 

how good the EE of CF M-MIMO is. The argument is that in 

CF M-MIMO, more backhaul links are required which 

potentially increase the total power consumption to such a level 

that can overwhelm the SE gains. 

 In this paper, we used ZF and MMSE linear precoding 
schemes for signal processing. In these two precoding schemes, 
the weighted vectors are chosen to avoid interferences among 
the users and usually, these are power inefficient as the weight 
vectors are not matched to user channels. But, when the number 
of users N is significantly large, it provides a huge system sum-
rate. This happens because of multiuser diversity [12]. The 
systematic block diagram of our proposed cell free massive 
MIMO system is shown in figure-3. The major contributions of 
this paper summarized as follows:  

i. Using simple K-means clustering, a large number of 
users are separated into equal number of AP in the 
considered area. 

ii. Semi-orthogonality User Selection (SUS) algorithm is 
use to schedule the best users from each cluster. 

iii. Access Points are selected based on maximum channel 
gain. 

iv. ZF and MMSE linear precoding schemes are used to 
reduce interference and enhanced the system rate. 

 The rest of this paper is ordered as follows. Section-II, 
present the system model. We report the linear precoding in 
section-III.  User grouping is described in section-IV; User 
scheduling algorithm are explained in detail in section-V and 
Access Point Selection (APS) algorithm is described in section 
VI. Calculation of computational complexity of SUS algorithm 
are explained in detail in section-VII. The simulation results and 
discussion are explained in section-VIII and section-IX 
concluded this paper. 

Notations: In the paper, unless otherwise specified, bold lower 
case, bold upper case, and upper case are used to represent 
vectors, matrices, and sets, respectively. Correspondingly ℂℕ 
(0, σ2) represents the complex Gaussian distribution with zero 

mean and unit variance. (.)H is the Hermitian of the matrix, (.)T 

is transposed, (.)† is the Moore Penrose Pseudo-inverse and tr(.) 
is the trace of the matrix.  

II. System Model 

We assume a CF M-MIMO system which comprises of M 

APs that serve simultaneously in a fully-cooperative fashion N 

users, equipped each with a single omni-directional antenna in 

TDD mode which means that the uplink and downlink 

channels are reciprocal of each other as depicted in Figure 1.  

Additionally, we considered that the number of APs is much 

larger than the number of users i.e., 𝑀 >> 𝑁. All users are 

arbitrarily distributed over a relatively large geographical area. 

Initially, all users and APs are allocated a single antenna 

randomly in the vast area along with the assumption that all 

APs are randomly located throughout the area and are assumed 

to have imperfect CSI. The APs and the users are also 

considered to be perfectly synchronized in both time and 

frequency. Moreover, we suppose that the APs are managed by 

a central processing unit (CPU) to which they are linked 

through a back-haul link. The CPU can handle part of the 

physical layer information process such as data coding and 

decoding. 

The channel of a user is assumed to be frequency-flat 

slow fading on each orthogonal frequency division 

multiplexing (OFDM) subcarrier. In the sequel, the subcarrier 

index will be omitted for the sake of simplicity. Let 𝒈𝑚𝑛 ∈
ℂ𝑁×1, denote the complex channel vector between the nth user 

and the mth AP. It can be modeled as follows- 

𝒈𝑚𝑛 = √𝛽𝑚𝑛𝒉𝑚𝑛           (1) 

where 𝒉𝑚𝑛 ≈ ℂℕ(0, 𝑰𝑁)  with 𝐈N being the N × N identity 

matrix, m = 1,…,M, n = 1,…,K, denote the small scale fading 

coefficients which are independent and identically distributed 

(i.i.d) while 𝛽𝑚𝑛, m = 1,…,M, n = 1,…,K, the large-scale 

fading coefficients that include path-loss exponent and shadow 

fading variance. 

a. Uplink pilot-based channel estimation 

The system is working according to a TDD protocol. Each 

coherence interval 𝑇𝑐 is divided between uplink training and 

downlink data transmission. By exploiting uplink/downlink 

channel reciprocity [7], the downlink CSI can be estimated 

through uplink training. During the uplink training phase, each 

user is assigned a training sequence that spans 𝜏 < 𝑇𝑐  channel 

uses. The pilot sequences used in the channel estimation phase 

can be represented by a matrix Ф ∈ ℂ𝜏×N . The kth column of 

the matrix denoted by Ф𝑘 ∈ ℂ
𝜏×1 account for the pilot 

sequence used by the kth user. Each element of Фk is of unit 

magnitude so that it has a constant power level ‖Ф𝑘‖
2 = 𝜏. 

The channel estimate can be obtained in a decentralized 

fashion at each AP m. Define 𝒈𝑚𝑛 ≜ [𝒈𝑚1, … , 𝒈𝑚𝑛.𝑘], the 

𝑁 × 𝐾 received pilot matrix signal at the mth AP is expressed 

as 

𝒀𝑚,𝑝 = √𝜏𝜌𝑝𝑮𝑚Ф
† +𝝎𝑚,𝑝           (2) 
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where 𝜌𝑝 is the transmit power during the training phase, and 

𝝎𝑚,𝑝 ∈ ℂ𝑁×K is the complex additive white Gaussian noise 

(AWGN) matrix at the mth AP. The elements of 𝝎𝑚,𝑝 are i.i.d. 

random variables that follow a standard normal distribution. 

The mth AP can perform MMSE [8] estimation of 𝒈𝑚,𝑛 to 

obtain the corresponding channel estimate, 𝒈̂𝑚,𝑛 which is given 

by [9] 

 
 

Figure-1: Cell-Free Massive MIMO system 

𝒈̂𝑚,𝑘 =
√𝜏𝜌𝑝𝛽𝑚𝑛

𝜏𝜌𝑝∑ 𝛽𝑚𝑗|Ф𝑘
𝐻Ф𝑗|

2
+ 1𝑁

𝑗=1

× (√𝜏𝜌𝑝𝒈𝑚𝑘 + √𝜏𝜌𝑝 ∑ 𝒈𝑚𝑗Ф𝑘
𝐻Ф𝑗 +𝝎𝑚,𝑘

𝐾

𝑗=1,𝑗≠𝑘

)           (3) 

 
where 𝝎𝑚,𝑘 ≈ ℂℕ(0,1) is the kth column of the matrix 

𝝎𝑚,𝑝Ф. The quality of the channel estimation is captured 

through the minimum mean-squared error (MMSE) 

𝔼 {‖𝒈𝑚𝑘 − 𝒈̂𝑚,𝑘‖
2
}. A good estimation quality is usually 

represented by a small MMSE. Also, the channel estimate in 
(3) is corrupted by pilot signals sent by other users, in case 
𝐾 > 𝜏 , leading to pilot contamination which degrades user’s 
achievable rate [10]. It is worth mentioning that, we only 
assume a given transmit power 𝜌𝑝 during each training phase 

as this paper does not focus on the impact of adjusting 𝜌𝑝on 

the quality of channel estimates. Similar to [11], this paper 
assumes imperfect channel reciprocity. Denote 𝒈̃𝑚,𝑘 ≜
𝒈𝑚𝑘 − 𝒈̂𝑚,𝑘 as the channel estimation error. By considering 

random realizations of the MMSE channel estimate and the 
channel estimation error during an arbitrary coherence block, 
it holds true that 𝒈̂𝑚,𝑘 and 𝒈̃𝑚,𝑘 are uncorrelated and are 

respectively distributed as [7].  

𝒈̂𝑚,𝑘~ℂℕ(0,
𝜏𝜌𝑝𝛽𝑚𝑘

2

𝜏𝜌𝑝 ∑ 𝛽𝑚𝑗|Ф𝑘
𝐻Ф𝑗|

2
+ 1𝐾

𝑗=1

𝐼𝑁) 

 

𝒈̃𝑚,𝑘  ~ℂℕ(0,(𝛽𝑚𝑘 −
𝜏𝜌𝑝𝛽𝑚𝑘

2

𝜏𝜌𝑝 ∑ 𝛽𝑚𝑗|Ф𝑘
𝐻Ф𝑗|

2
+ 1𝐾

𝑗=1

)𝑰𝑵)   (4) 

 
ii. Downlink data transmission 

The downlink signal intended to each user is precoded at 

the APs with conjugate beamforming. Accordingly, the 

transmit signal of the mth AP to all users is 

 

𝒚𝑚,𝑑 = √𝜌𝑑∑√𝜂𝑚𝑘𝒈̂𝑚,𝑘
∗ 𝑥𝑘

𝐾

𝑗=1

        (5) 
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where 𝑥𝑘 with 𝔼{|𝑥𝑘|
2} = 1, denotes the data symbol 

intended for user 𝑘, 𝜌𝑑 accounts for the downlink transmit 
power and 𝜂𝑚𝑘, the power coefficient between from the mth  

  

 
Figure-2: System Model for Cell Free Massive MIMO Network 

Fig.3. Systematic Block Diagram of our Proposed Cell Free Massive MIMO System 

AP to user k chosen to satisfy 𝔼 {‖𝒚𝑚,𝑑‖
2
} ≤ 𝜌𝑑 , at each AP. 

The received signal at the kth user is given by 

𝒓𝑘 = √𝜌𝑑 ∑∑√𝜂𝑚𝑗𝒈𝑚𝑘
⊺ 𝒈̂𝑚,𝑗

∗ 𝑑𝑗

𝐾

𝑗=1

+

𝑀

𝑚=1

𝝎𝑚,𝑘   (6) 

where 𝝎𝑚,𝑘 ∼ ∁N(0,1)  denotes the AWGN at user k. 

Similarly, to [7], [9], we assume that users have only statistical 

knowledge of the channel estimate. Accordingly, the net 

downlink rate of the kth user is given by [9]. 

𝑅𝑘 = Β(1 −
𝜏

𝑇𝑐
) × log2 (1 +

𝜌𝑑(∑ √𝜂𝑚𝑘𝑁𝑣𝑚𝑘
𝑀
𝑚=1 )

2

𝑁𝜌𝑑 ∑ 𝜂𝑚𝑘𝛽𝑚𝑘𝑣𝑚𝑘 +𝑁𝜌𝑑 ∑ 𝑰𝑘𝑗 + 1
𝐾
𝑗≠𝑘

𝑀
𝑚=1

)  (7) 
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where B is the spectral bandwidth, (1 −
𝜏

𝑇𝑐
) is the fraction of 

the channel uses spent for downlink data transmission and 

𝑣𝑚𝑘 ≜
𝜏𝜌𝑝𝛽𝑚𝑘

2

𝜏𝜌𝑝 ∑ 𝛽𝑚𝑗|Ф𝑘
𝐻Ф𝑗|

2
+ 1𝐾

𝑗=1

 

𝑰𝑘𝑗 ≜ 𝑁(∑ √𝜂𝑚𝑗
𝑣𝑚𝑗

𝛽𝑚𝑗

𝑀

𝑚=1

𝛽𝑚𝑘)

2

|Ф𝑗
⊺Ф𝑘

∗ |
2
+ ∑ 𝜂𝑚𝑗

𝑀

𝑚=1

𝑣𝑚𝑗𝛽𝑚𝑘      (8) 

iii. Spectral Efficiency Derivation 

In the uplink information transmission training phase, we 

define a set of AP selection diagonal matrices 𝐷𝑘 , where 𝐷𝑘 =
𝑑𝑖𝑎𝑔(𝑑1𝑘 , … , 𝑑𝑀𝑘). More precisely, the mth diagonal element 

of 𝐷𝑘 is 1 if the mth AP is allowed to decode signals from user 

k, and it is 0 otherwise. Let 𝑠𝑘 denote the symbol of the kth user 

with 𝔼{|𝑠𝑘|
2} = 1. The mth AP received signal vector is given 

by 

𝒛𝑚
𝑢 = √𝜌𝑢∑√𝜌𝑘

𝐾

𝑘=1

𝒉𝑚𝑘𝑠𝑘 +𝝎𝑚
𝑢      (9) 

 

where 𝜌𝑘, (0 ≤ 𝜌𝑘 ≤ 1) is the power control coefficient, 𝜌𝑢 

denotes the normalized uplink SNR, and 𝝎𝑚
𝑢 ~ℂℕ(0, 𝜎2𝑰𝑁). 

The signal is decoded in two layers. In the first layer of 

decoding, the mth AP locally detects the useful signal of the kth 

user through the conjugate transpose of its estimated channel, 

𝒉̂𝑚𝑘
𝐻 . Thus, the first-layer decoded signal at the mth AP is 

𝒓̃𝑚𝑘 = 𝒛𝑚
𝑢 𝒉̂𝑚𝑘

𝐻
= √𝜌𝑢∑√𝜌𝑘́

𝐾

𝑘́=1

𝒉𝑚𝑘́𝒉̂𝑚𝑘
𝐻
𝑠𝑘́ + 𝒉̂𝑚𝑘

𝐻
𝝎𝑚
𝑢 ⋯⋯⋯(10) 

 The CPU receives the first-layer decoded signal and 

performs the second-layer decoding by computing the large-

scale fading decoding (LSFD) weighted signal [12] involving a 

subset of the APs. The second-layer decoded signal received 

and processed at the CPU is  

𝒓̂𝑘 = ∑ 𝒉̂𝑚𝑘
𝐻
𝛼𝑚𝑘
∗ 𝑑

𝑚𝑘
𝒛𝑚
𝑢

𝑀

𝑚=1

 

𝒓̂𝑘 = ∑ 𝒉̂𝑚𝑘
𝐻
𝛼𝑚𝑘
∗ 𝑑

𝑚𝑘
(√𝜌𝑢∑√𝜌𝑘

𝐾

𝑘=1

𝒉𝑚𝑘𝑠𝑘 +𝝎𝑚
𝑢 )

𝑀

𝑚=1

 

𝑟̂𝑘 = ∑ √𝜌𝑢𝜌𝑘
𝛼𝑚𝑘
∗ 𝑑

𝑚𝑘
𝒉̂𝑚𝑘
𝐻
𝒉𝑚𝑘𝑠𝑘

𝑀

𝑚=1

+ ∑ ∑√𝜌𝑢𝜌𝑘́

𝐾

𝑘́=1
𝑘́≠𝑘

𝛼𝑚𝑘
∗ 𝑑

𝑚𝑘
𝒉̂𝑚𝑘
𝐻
𝒉𝑚𝑘́𝑠𝑘́

𝑀

𝑚=1

+ ∑ 𝛼𝑚𝑘
∗ 𝑑

𝑚𝑘
𝒉̂𝑚𝑘
𝐻
 𝝎𝑚

𝑢

𝑀

𝑚=1

     (11) 

where 𝛼𝑚𝑘 is the complex LSFD coefficient for AP m and user 

k. The inter-user interference is reduced by using the LSFD 

coefficient. The AP selection coefficient 𝑑𝑚𝑘 reduces the 

burden of the fronthaul link by allowing only some of the APs 

to participate in signal detection. Hence, the signal to 

interference plus noise ratio (SINR) of kth users of the system is 

𝑆𝐼𝑁𝑅𝒌 =
|√𝜌𝑢𝜌𝑘 ∑ 𝛼𝑚𝑘

∗ 𝑑𝑚𝑘𝔼{𝒉̂𝑚𝑘  𝒉̂𝑚𝑘
𝐻 }𝑀

𝑚=1 |
2

𝔼 {|√𝜌𝑢𝜌𝑘 ∑ 𝛼𝑚𝑘
∗ 𝑑𝑚𝑘𝒉𝑚𝑘𝒉̂𝑚𝑘

𝐻 − √𝜌𝑢𝜌𝑘 ∑ 𝛼𝑚𝑘
∗ 𝑑𝑚𝑘𝔼{𝒉̂𝑚𝑘  𝒉̂𝑚𝑘

𝐻 }𝑀
𝑚=1

𝑀
𝑚=1 |

2
}

+∑ 𝔼 {|√𝜌𝑢𝜌𝑘́ ∑ 𝜶𝑚𝑘
∗ 𝒅𝑚𝑘(𝒉̂𝑚𝑘

𝐻 (𝑒𝑚𝑘́ + 𝒉̂𝑚,𝑘́) )
𝐾
𝑘́=1 |

2
} + 𝔼 {|∑ 𝛼𝑚𝑘

∗ 𝑑𝑚𝑘𝒉̂𝑚𝑘
𝐻  𝝎𝑚

𝑢𝑀
𝑚=1 |

2
}𝐾

𝑘≠𝑘

    (12) 

𝑆𝐼𝑁𝑅𝒌 =
|𝑺1|

2

𝔼{|𝑺2|
2} + ∑ 𝔼{|𝑺3|

2} + 𝔼{|𝑺4|
2}𝐾

𝑘≠𝑘

    (13)     

where 𝑺1, 𝑺2, 𝑺3, and 𝑺4 represent the strength of the desired 

signal, the beamforming gain uncertainty, the interference from 

user 𝑘́, and the noise. Due to the properties of MMSE 

estimation, the channel estimate ℎ̂𝑚𝑘 and the channel 

estimation error 𝑒𝑚𝑘 are uncorrelated. Thus, we can get 

𝑺1 = √𝜌𝑢𝜌𝑘 ∑𝛼𝑚𝑘
∗ 𝑑𝑚𝑘𝔼{𝒉𝑚𝑘𝒉̂𝑚𝑘

𝐻 }

𝑀

𝑚=1

 

𝑺1 = √𝜌𝑢𝜌𝑘 ∑ 𝛼𝑚𝑘
∗ 𝑑𝑚𝑘𝔼{𝒉̂𝑚𝑘  𝒉̂𝑚𝑘

𝐻 }

𝑀

𝑚=1

     (14) 

𝑺2 = √𝜌𝑢𝜌𝑘 ∑𝛼𝑚𝑘
∗ 𝑑𝑚𝑘(𝒉𝑚𝑘𝒉̂𝑚𝑘

𝐻 − 𝔼{𝒉̂𝑚𝑘  𝒉̂𝑚𝑘
𝐻 })

𝑀

𝑚=1

 

𝑺2 = √𝜌𝑢𝜌𝑘 ∑ 𝜶𝒎𝒌
∗ 𝒅𝒎𝒌𝒉𝑚𝑘𝒉̂𝑚𝑘

𝐻

𝑀

𝑚=1

− √𝜌𝑢𝜌𝑘 ∑ 𝜶𝒎𝒌
∗ 𝒅𝒎𝒌𝔼{𝒉̂𝑚𝑘  𝒉̂𝑚𝑘

𝐻 }     (15)

𝑀

𝑚=1
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We have 𝑒𝑚𝑘 = 𝒉𝑚𝑘 − 𝒉̂𝑚,𝑘 so 𝒉𝑚𝑘 = 𝑒𝑚𝑘 + 𝒉̂𝑚,𝑘, therefore 

using equation (14) , equation (15) can be written as 

𝑺2 = √𝜌𝑢𝜌𝑘 ∑ 𝛼𝑚𝑘
∗ 𝑑𝑚𝑘𝒉̂𝑚𝑘

𝐻 (𝒆𝑚𝑘 + 𝒉̂𝑚,𝑘) − 𝑺1

𝑀

𝑚=1

     (16) 

𝑺3 = √𝜌𝑢𝜌𝑘́∑𝛼𝑚𝑘
∗ 𝑑𝑚𝑘𝒉𝑚𝑘́𝒉̂𝑚𝑘

𝐻

𝐾

𝑘́=1

     (17) 

We have 𝒆𝑚𝑘́ = 𝒉𝑚𝑘́ − 𝒉̂𝑚,𝑘́ so 𝒉𝑚𝑘́ = 𝒆𝑚𝑘́ + 𝒉̂𝑚,𝑘́ , therefore 

equation (17) can be written as 

𝑺3 = √𝜌𝑢𝜌𝑘́∑𝛼𝑚𝑘
∗ 𝑑𝑚𝑘(𝒉̂𝑚𝑘

𝐻 (𝒆𝑚𝑘́ + 𝒉̂𝑚,𝑘́) )

𝐾

𝑘́=1

    (18) 

𝑺4 = ∑ 𝛼𝑚𝑘
∗ 𝑑𝑚𝑘𝒉̂𝑚𝑘

𝐻  𝒘𝑚
𝑢

𝑀

𝑚=1

    (19)  

The lower bound on the uplink ergodic SE for the kth user with 

the LSFD and AP selection coefficient is 

𝑆𝐸𝑘 =
𝜏𝑢
𝜏𝑐
×∑ 𝑙𝑜𝑔2(1 + 𝑆𝐼𝑁𝑅𝒌)

𝐾

𝑘=1

 

𝑆𝐸𝑘 =
𝜏𝑢
𝜏𝑐
×∑𝑙𝑜𝑔2

(

 
 
 
 

1 +
|√𝜌𝑢𝜌𝑘 ∑ 𝛼𝑚𝑘

∗ 𝑑𝑚𝑘𝔼{𝒉̂𝑚𝑘  𝒉̂𝑚𝑘
𝐻 }𝑀

𝑚=1 |
2

𝔼 {|√𝜌𝑢𝜌𝑘 ∑ 𝛼𝑚𝑘
∗ 𝑑𝑚𝑘𝒉𝑚𝑘𝒉̂𝑚𝑘

𝐻 − √𝜌𝑢𝜌𝑘 ∑ 𝛼𝑚𝑘
∗ 𝑑𝑚𝑘𝔼{𝒉̂𝑚𝑘  𝒉̂𝑚𝑘

𝐻 }𝑀
𝑚=1

𝑀
𝑚=1 |

2
}

+∑ 𝔼 {|√𝜌𝑢𝜌𝑘́ ∑ 𝛼𝑚𝑘
∗ 𝑑𝑚𝑘(𝒉̂𝑚𝑘

𝐻 (𝑒𝑚𝑘́ + 𝒉̂𝑚,𝑘́) )
𝐾
𝑘́=1 |

2
} + 𝔼 {|∑ 𝛼𝑚𝑘

∗ 𝑑𝑚𝑘𝒉̂𝑚𝑘
𝐻  𝝎𝑚

𝑢𝑀
𝑚=1 |

2
}𝐾

𝑘≠𝑘 )

 
 
 
 𝐾

𝑘=1

    (20) 

 The effective SINR of user k in (13) with the LSFD and 

AP selection coefficient can be rewritten as- 

𝑆𝐼𝑁𝑅𝒌 =
|√𝜌𝑢𝜌𝑘𝒖𝑘

𝐻𝒗𝑘|
2

𝒖𝑘
𝐻(∑ 𝜌𝑢𝜌𝑘́𝑾𝑘𝑘́

𝐾
𝑘́=1

)𝒖𝑘 − 𝜌𝑢𝜌𝑘|𝒖𝑘
𝐻𝒗𝑘|

2 + 𝒖𝑘𝒖𝑘
𝐻𝑿𝑘

 

𝑆𝐼𝑁𝑅𝒌 =
𝜌𝑢𝜌𝑘|𝒖𝑘

𝐻𝒗𝑘|
2

𝒖𝑘
𝐻(∑ 𝜌𝑢𝜌𝑘́𝑾𝑘𝑘́

𝐾
𝑘́=1 )𝒖𝑘 − 𝜌𝑢𝜌𝑘|𝒖𝑘

𝐻𝒗𝑘|
2
+ 𝒖𝑘𝒖𝑘

𝐻𝑿𝑘
    (21) 

where 𝒖𝑘 = 𝑑𝑖𝑎𝑔(𝑨𝑘𝑫𝑘), 𝑨𝑘 = 𝑑𝑖𝑎𝑔(𝜶1,𝑘 , … , 𝜶𝑀,𝑘), and 

𝒖𝑚𝑘 = 𝛼𝑚𝑘𝑑𝑚𝑘 . 𝒗𝑘 ≜ [𝒗1𝑘 , … , 𝒗𝑀𝑘]
𝑇. 𝑿𝑘 is a diagonal matrix, 

and its mth diagonal element is 𝒙𝑚𝑘 = 𝜎
2𝑡𝑟(𝑹̂𝑚𝑘). 𝑤𝑘𝑘́

𝑚𝑚́ is the 

(𝑚, 𝑚́)𝑡ℎ element of the matrix 𝑾𝑘𝑘́ . The elements of 𝒗𝑘 and 

𝑾𝑘𝑘́ are given as 

 𝒗𝑚𝑘 = 𝔼{ℎ̂𝑚𝑘 ℎ̂𝑚𝑘
𝐻 } 

𝒗𝑚𝑘 = 𝜏𝜌𝑝𝚽𝑚𝑘
−1𝑹𝑚𝑘𝒉𝑚𝑘

− 𝒉𝑚𝑘
−𝐻 + 𝜏𝜌𝑝𝛽𝑚𝑘(𝚽𝑚𝑘

−1𝑹𝑚𝑘)    (22) 

𝑤𝑘𝑘́
𝑚𝑚́ = 𝔼 {𝒉̂𝑚𝑘

𝐻
 𝒉𝑚𝑘́𝒉𝑚𝑘́

𝐻 𝒉̂𝑚𝑘} 

𝑤𝑘𝑘́
𝑚𝑚́ = 𝔼 {𝒉̂𝑚𝑘

𝐻
 (𝒆𝑚𝑘́ + 𝒉̂𝑚,𝑘́)

𝐻
(𝒆𝑚𝑘́ + 𝒉̂𝑚,𝑘́)𝒉̂𝑚𝑘} 

𝑤𝑘𝑘́
𝑚𝑚́ =

{
 
 

 
 
2𝜏2𝜌𝑝

2𝛽𝑚𝑘́ × 𝔎{𝚽𝑚𝑘
−1𝑹𝑚𝑘𝒉𝑚𝑘

− 𝒉𝑚𝑘
−𝐻 × 𝑡𝑟(𝚽𝑚𝑘

−1𝑹𝑚𝑘) }

+𝜏2𝜌𝑝
2𝛽𝑚𝑘́

2 |𝑡𝑟(𝚽𝑚𝑘
−1𝑹𝑚𝑘)|

2

+𝜏𝜌𝑝𝑡𝑟(𝚽𝑚𝑘
−1𝑹𝑚𝑘𝑹𝑚𝑘́𝑹𝑚𝑘)           𝑘́ ∈ 𝓅𝑘

𝑡𝑟(𝑹̂𝑚𝑘𝑹𝑚𝑘́)           𝑘́ ∉ 𝓅𝑘

(23) 

 To reduce the pressure of the fronthaul link while 

considering the spectral efficiency of the system, we 

investigate a joint optimization problem involving user 

grouping, user scheduling and access point selection. However, 

the joint optimization problem involves access point selection 

and is an integer optimization problem, which increases the 

complexity of system processing. To reduce the complexity of 

system optimization processing, we use ZF and MMSE 

precoding techniques. A suboptimal access point selection 

(APS) algorithm based on the maximum cannel gain is 

proposed. 

III. Linear precoding 

 We consider two linear precoding schemes that are used for 

the analysis of SE of the cell free Massive MIMO system. 

Precoding is a method in which by multiplying the precoding 

matrixes with user data capable to suppress the interference of 

the system that is produced due to the signals of other users 

[13]. From equation (10), the precoding scheme is shown in 

Fig.4. 

 CF M-MIMO system equipped with M APs and N users both 

having a single antenna used for transmission and reception of 

information data. In this system, ZF and MMSE precoding is 

used for suppression of IUI for M≥N. 
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Fig.4. Block diagram of Precoding Scheme 

i. Zero-Forcing (ZF) Precoding 

ZF precoding is a linear precoding scheme. This precoding 

scheme is designed in such a way so that it completely 

mitigates the IUI of each user. Let, kth user precoding weighted 

matrix is Wk. This precoding scheme eliminate the interference 

to zero, such that  

𝒈𝒌𝑾𝒋 = 0     for j ≠ 𝑘⋯⋯⋯(24) 

Hence, equation (9) may be rewritten as 

𝒓̃𝑚𝑘 = √𝜌𝑢∑√𝜌𝑘́

𝐾

𝑘́=1

𝒉𝑚𝑘́𝒉̂𝑚𝑘
𝐻
𝑠𝑘́

⏟                
desired signal

+ 𝒉̂𝑚𝑘
𝐻
𝝎𝑚
𝑢⏟    

AWGN

⋯⋯⋯(25) 

where the Moore-Penrose pseudo-inverse of ZF precoding 

scheme which is given below- 

𝑾𝑍𝐹 = 𝒈
† = 𝒈𝐻(𝒈𝒈𝐻)−1⋯⋯⋯(26) 

Hence, the achievable SE of the CF M-MIMO system is 

obtained from equation (25) after the application of the ZF 

precoding scheme is given as 

𝑹𝑍𝐹,𝑘 = ∑ 𝑙𝑜𝑔2(1 + 𝑆𝐼𝑁𝑅𝑘)

𝑁

𝑛=1

 

𝑹𝑍𝐹,𝑘

= ∑ 𝑙𝑜𝑔2

(

 
 
 
1 +

|√𝜌𝑢 ∑ √𝜌𝑘́
𝐾
𝑘́=1 𝒉𝑚𝑘́𝒉̂𝑍𝐹,𝑘

𝐻 𝑠𝑘́⏟                |
2

|√𝜌𝑢 ∑ √𝜌𝑗
𝐾
𝑗́=1
𝑗≠𝑘

𝒉𝑚𝑗𝒉̂𝑍𝐹,𝑗
𝐻 𝑠𝑗|

2

+ 𝒉̂𝑍𝐹,𝑘
𝐻 𝝎𝑚

𝑢

)

 
 
 𝑁

𝑛=1

  (27) 

ii. Minimum Mean Square Error (MMSE) Precoding 

The MMSE is another type of linear precoding scheme that 

cannot eliminate interference rather it can offer a good trade-off 

between the noise improvement and suppression of 

interference. The MMSE estimator follows an estimation 

method through which it can reduce the mean square error. The 

post-detection SINR maximization the MMSE precoding 

weighted matrix is given by  

𝑾𝑀𝑀𝑆𝐸 = 𝒈
𝐻 (𝒈𝒈𝐻 +

𝜎2𝑰

𝜌𝑑𝑙
)

−1

⋯⋯⋯(28) 

where σ2 is the variance of noise power. We assume the channel 

has a imperfect CSI and I am the identity matrix. The kth 

achievable SE of CF M-MIMO system is obtained from 

equation (9) after the application of the MMSE precoding 

scheme which is given below- 

𝑹𝑀𝑀𝑆𝐸,𝑘

= ∑ 𝑙𝑜𝑔2

(

 
 
 
1

𝑁

𝑛=1

+
|√𝜌𝑢 ∑ √𝜌𝑘́

𝐾
𝑘́=1 𝒉𝑚𝑘́𝒉̂𝑀𝑀𝑆𝐸,𝑘

𝐻 𝑠𝑘́⏟                  |
2

|√𝜌𝑢 ∑ √𝜌𝑗
𝐾
𝑗́=1
𝑗≠𝑘

𝒉𝑚𝑗𝒉̂𝑀𝑀𝑆𝐸,𝑗
𝐻 𝑠𝑗|

2

+ 𝒉̂𝑀𝑀𝑆𝐸,𝑘
𝐻 𝝎𝑚

𝑢

)

 
 
 
             (29) 

 

IV. User Grouping Method 

In this paper, N numbers of users are divided into G cluster 

using a simple K-means clustering method. These clusters 

separated the users into six different parts surrounding the APs 

as shown in Fig.1 and Fig.2. When large numbers of users are 

separated into groups, the channel matrix size of each group is 

becoming very small; hence, the computational complexity of 

the algorithm is reduced. The steps of K-means users clustering 

and grouping algorithm is presented in below- 

Initialization:  

1. The number of clusters, G=6. 

2. Randomly choose G number of centroids on the cell 

around the APs and then randomly selecting users for 

each centroid. 

Repeat 

3. Re-assign each user to the cluster to which the user is 

to the closest cluster, based on the mean value of the 

users in the cluster. 

4. Keep iterating until there no change to the users.  

End 

5. G numbers of clusters are formed around the APs. 

V. User Selection Algorithm 

In this paper, we consider the semi-orthogonal user selection 

(SUS) algorithm for the system performance analysis in the CF 

M-MIMO system. From N users, S users are selected from G 

clusters using the SUS algorithm. The steps of this algorithm 

are described below. 

Semi-orthogonal User Selection (SUS) Algorithm 

1. Total no of APs=M;  

2. Total no of User N; 

3. Iteration𝑖 ← 1; 

4.  𝛥 ← {1,2, . . . . . , 𝑁}is the set of all users 
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5.  𝑆𝑆 ← 𝜙 is the set of selected users from all clusters. 

6. 𝑆1 = argmax𝑘∈𝛥‖𝑯𝑆,𝐴‖𝐹
2

 the first set of user-select 

7. 𝑆𝑆 ← 𝑆𝑆 ∪ 𝑆1; 

8. while 𝑖 < 𝑆 

9. For each k in 𝛥 do 

10. 
|𝑯𝑘
𝐻𝑯𝑘−𝟏|

‖𝑯𝒌‖‖𝑯𝒌−𝟏‖
≤ 𝜙 for orthogonality test between the users. 

11. end  

12. 𝛺𝑆 = argmax𝑘∈𝛥‖𝑯𝒌,𝐴‖
𝟐
 

13. Update 𝑆𝑆 ← 𝑆𝑆 ∪ 𝛺𝑆;  𝛥 ← 𝛥\𝑆𝑆  

14. 𝑯𝑆 = 𝑯𝑆,𝐴 Set of Channel vector of the selected user 

15. 𝑖 = 𝑖 + 1 

16. end 

17. Repeat the process from step 8 to 16 till S users are 

selected from all clusters. 

18. 𝑺𝑆𝑈𝑆 = 𝑺𝑠 

VI. Access Point Selection (APS) Algorithm 

      Access Point Selection is performing after the user 

scheduling scheme. In this paper, the S number of APs are 

selected from M APs for transmission of data. In our access 

point selection (APS) algorithm, at every step, from S selected 

users a particular user is considered. The channel is assumed as 

a reciprocal and maximum channel gain-based APS algorithm 

is considered to select a set of S AP from M APs which 

corresponds to the strongest orthogonal channel from the user 

to the AP to schedule with selected users set. The data in 

regards to the index of the selected AP is then sent to the CPU. 

Lastly, the CPU update the set of available transmits APs to the 

next user in order. Thus, the selected users are allocated with 

the set of transmit AP. 

Access Point Selection (APS) Algorithm based on maximum 

channel gain: 

1. For each user in𝑆𝑆𝑈𝑆, 𝑯𝑆 = 𝑯𝑆,𝐴set of channel vector of the 

selected user 

2. Number of AP M;  

3. Iteration𝑗 ← 1;  

4. 𝐴 ← {1, . . . 𝑚, . . . , 𝑀}is the set of all AP. 

5. 𝑺𝑆,𝑆 ← 𝜙 is the set of the selected AP. 

6. while 𝑗 ≤ 𝐴 

7. 𝑺𝐴 = argmax𝑖∈𝐴‖𝑯𝑆,𝒊‖𝐹
2

 

8. Update 𝑺𝑆,𝑆 ← 𝑺𝑆,𝑆 ∪ 𝑺𝐴;  𝑨 ← 𝑨\𝑺𝑆,𝑆; 

9. 𝑯𝑆,𝑆 = 𝑯𝑆,𝑖 Set of Channel vector of selected user and AP   

10. 𝑗 ← 𝑗 + 1 

11. end 

12. Repeat the process from step 6 to 10 till S number of APs 

are selected. 

13. 𝑺𝑆,𝑆 = 𝑺𝑆𝑈𝑆−𝐴𝑆 

VII. Analysis of Computational Complexity of SUS 

Algorithms 

 In this section, we quantify the computational complexity of 

the SUS algorithms. Moreover, we compare the computational 

complexity of our SUS algorithm with other SUS algorithms 

that are shown in table-1. Generally, computational complexity 

of an algorithm is quantified in terms of flop counts as 

expressed as φ. A flop count for a given matrix computation is 

computed by summing real addition, subtraction, multiplication 

and division associated with each step of the algorithm. A flop 

is equivalent to a real floating-point operation, a complex 

addition is equivalent to two flops, and one complex 

multiplication is equivalent to six flops [14]. The actual 

calculation of flops slightly differs from the actual complexity 

computation. In this paper, the number of scheduled users is 

very much less than the number of total users, i.e. 1 ≤ 𝑠 ≤ 𝑁.  

A. The Complexity of SUS Algorithm 

 The calculation of flops in SUS algorithm starts from iteration 

n=1 to N. In each iteration, a newly selected semi-orthogonal 

user is added to the set containing earlier chosen users. In each 

iteration, new users which are semi orthogonal to the users in 

the set are found and from which the one with the largest 

channel vector norm is kept and added to the set, with (nN)2M 

flops. The algorithm terminates when the specified number of 

semi-orthogonal users are selected. The final expression of φ is 

as shown below. 

𝜑 =
1

𝐺
{4NM − N +∑[N + {M(16n − 12) − 2n + 2}

M

n=1

+ {(12M + 1)(N − 1) + N}]} 

𝜑 =
1

𝐺
{4𝑁𝑀 − 𝑁 +MN +

16𝑀2(𝑀 + 1)

2
− 12𝑀2

−
2𝑀(𝑀 + 1)

2
+ 2𝑀 + (12𝑀2 +𝑀)(𝑁 − 1)

+ 𝑁𝑀} 

𝜑 =
1

𝐺
{7𝑁𝑀 − 𝑁 + 8𝑀3 − 17𝑀2 + 12𝑁𝑀2} 

𝜑 =
1

𝐺
{O(𝑁𝑀2)} 

Hence complexity of our modified SUS algorithm is O(NM2). 

Table-1: Complexity Comparison of SUS algorithms 

Reference Complexity 

Reference [15] ≈ 𝛰(𝑁3) 

Reference [16] ≈ 𝛰(
𝐾

3
𝐾4𝑁3) 

Proposed SUS Algorithm 
≈
1
𝐺
𝛰(𝑀2𝑁) 

 From the table-1 it is shown that the computation complexity 

of our considered SUS algorithm is very small compared to the 

other exiting SUS algorithms. 

VIII. RESULTS AND DISCUSSION 

 In this section, we study the performance of an CF M-MIMO 

system by simulation in MATLAB. We consider the user 

clustering as explained above; users are semi-orthogonal 

amongst each other in the individual cluster and also semi-

orthogonal among all clusters. We assume the following 
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parameters shown in table-2. As said above, we consider ZF 

and MMSE precoding with Rayleigh fading channel, and the 

system with variation in SNR values. The corresponding 

numbers of S APs are selected based on maximum SNR for a 

given selected user as explained in the algorithm. The circular 

service area is divided into equal circular zones so that each 

zone expected to be contains the approximately equal number 

of users.  

Table2: Values of Parameters use during Simulation 

Parameters name values 

Total no of Users (N) 256 

Total no of AP (M) 36 

Total no of clusters (G) 6 

Total Selected number of users 

and AP (S) 

6 

Path loss (L) 3.8 

The radius of the circular service 

area (r) 
1000 

AWGN (𝝎) -90dBm 

Bandwidth 20MHz 

Shadow fading variable with 

standard deviation is (σshadow) 

8 dB 

𝜌𝑝, 𝜌𝑢,𝜌𝑑 200mW 

ϕ 0.1 

𝜏, 𝜏𝑐 , 𝜏𝑢 20,200,190 

 As we simulate the system assuming 20 MHz is the 

bandwidth of the system. For the simulation of a practical Cell 

Free Massive MIMO system, the algorithm is run for large 

times, and the average value of the system sum-rate and 

individual rate is obtained. In Fig. 5 we show the results for 

S=6 where we varied the received SNR of the users, and 

considering ZF and MMSE precoding. The trend of sum-rate of 

all precoding schemes are the same. We observed that the 

system rate is highest for ZF and MMSE is little bit lower. 

 

 

Figure-5(a): Average sum-rate of APS algorithm of all the APs 

using ZF and MMSE precoding. 

 

Figure-5(b): Highest individual data-rate of AP1. 

 Figure-5(a) shows the average system sum-rate of APS 

algorithm with ZF and MMSE precoding schemes. The average 

system sum-rate of the ZF and MMSE is increases with 

increase of transmit SNR. The average sum-rate difference 

between ZF and MMSE precoding scheme is very small and 

when SNR value increases the sum-rate differences are become 

very small. The average sum-rate is more in ZF compare to the 

MMSE precoding scheme that is shown in figure-5(a). This 

analysis is done when we found the highest individual rate in 

AP-1. 

 Figure-5(b) shows the individual rate of all the APs at 4dB 

transmit SNR. It is noticed from figure-5(b) that the rate of 

individual APs is varies. Some APs provide more rate and some 

one very less. In Figure-5(b) AP-1 provide maximum rate 

compare to the other APs. It also explored that with ZF 

precoding scheme achieved higher rate than MMSE precoding 

scheme. 

 

Figure-6(a): Average sum-rate of APS algorithm of all the APs 

using ZF and MMSE precoding. 
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Figure-6(b): Highest individual data-rate of AP-2. 

 Figure-6(a) shows the average system sum-rate of APS 

algorithm with ZF and MMSE precoding schemes. The average 

system sum-rate of the ZF and MMSE is increases with 

increase of transmit SNR. The average sum-rate difference 

between ZF and MMSE precoding scheme is very small and 

when SNR value increases the sum-rate differences are become 

very small. The average sum-rate is more in ZF compare to the 

MMSE precoding scheme that is shown in figure-6(a). This 

analysis is done when we found the highest individual rate in 

AP-2. 

 Figure-6(b) shows the individual rate of all the APs at 4dB 

transmit SNR. It is noticed from figure-6(b) that the rate of 

individual APs is varies. Some APs provide more rate and some 

one very less. In Figure-6(b) AP-2 provide maximum rate 

compare to the other APs. It also explored that with ZF 

precoding scheme achieved higher rate than MMSE precoding 

scheme. 

 

Figure-7(a): Average sum-rate of APS algorithm of all the APs 

using ZF and MMSE precoding. 

 

Figure-7(b): Highest individual data-rate of AP-3. 

 Figure-7(a) shows the average system sum-rate of APS 

algorithm with ZF and MMSE precoding schemes. The average 

system sum-rate of the ZF and MMSE is increases with 

increase of transmit SNR. The average sum-rate difference 

between ZF and MMSE precoding scheme is very small and 

when SNR value increases the sum-rate differences are become 

very small. The average sum-rate is more in ZF compare to the 

MMSE precoding scheme that is shown in figure-7(a). This 

analysis is done when we found the highest individual rate in 

AP-3. 

 Figure-7(b) shows the individual rate of all the APs at 4dB 

transmit SNR. It is noticed from figure-7(b) that the rate of 

individual APs is varies. Some APs provide more rate and some 

one very less. In Figure-7(b) AP-3 provide maximum rate 

compare to the other APs. It also explored that with ZF 

precoding scheme achieved higher rate than MMSE precoding 

scheme. 

 

Figure-8(a): Average sum-rate of APS algorithm of all the APs 

using ZF and MMSE precoding. 
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Figure-8(b): Highest individual data-rate of AP-4. 

 Figure-8(a) shows the average system sum-rate of APS 

algorithm with ZF and MMSE precoding schemes. The average 

system sum-rate of the ZF and MMSE is increases with 

increase of transmit SNR. The average sum-rate difference 

between ZF and MMSE precoding scheme is very small and 

when SNR value increases the sum-rate differences are become 

very small. The average sum-rate is more in ZF compare to the 

MMSE precoding scheme that is shown in figure-8(a). This 

analysis is done when we found the highest individual rate in 

AP-4. 

 Figure-8(b) shows the individual rate of all the APs at 4dB 

transmit SNR. It is noticed from figure-8(b) that the rate of 

individual APs is varies. Some APs provide more rate and some 

one very less. In Figure-8(b) AP-4 provide maximum rate 

compare to the other APs. It also explored that with ZF 

precoding scheme achieved higher rate than MMSE precoding 

scheme. 

 

Figure-9(a): Average sum-rate of APS algorithm of all the APs 

using ZF and MMSE precoding. 

 

Figure-9(b): Highest individual data-rate of AP-5. 

 Figure-9(a) shows the average system sum-rate of APS 

algorithm with ZF and MMSE precoding schemes. The average 

system sum-rate of the ZF and MMSE is increases with 

increase of transmit SNR. The average sum-rate difference 

between ZF and MMSE precoding scheme is very small and 

when SNR value increases the sum-rate differences are become 

very small. The average sum-rate is more in ZF compare to the 

MMSE precoding scheme that is shown in figure-9(a). This 

analysis is done when we found the highest individual rate in 

AP-5. 

 Figure-9(b) shows the individual rate of all the APs at 4dB 

transmit SNR. It is noticed from figure-9(b) that the rate of 

individual APs is varies. Some APs provide more rate and some 

one very less. In Figure-9(b) AP-5 provide maximum rate 

compare to the other APs. It also explored that with ZF 

precoding scheme achieved higher rate than MMSE precoding 

scheme. 

 

Figure-10(a): Average sum-rate of APS algorithm of all the 

APs using ZF and MMSE precoding. 
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Figure-10(b): Highest individual data-rate of AP-6. 

 Figure-10(a) shows the average system sum-rate of APS 

algorithm with ZF and MMSE precoding schemes. The average 

system sum-rate of the ZF and MMSE is increases with 

increase of transmit SNR. The average sum-rate difference 

between ZF and MMSE precoding scheme is very small and 

when SNR value increases the sum-rate differences are become 

very small. The average sum-rate is more in ZF compare to the 

MMSE precoding scheme that is shown in figure-10(a). This 

analysis is done when we found the highest individual rate in 

AP-6. 

 Figure-10(b) shows the individual rate of all the APs at 4dB 

transmit SNR. It is noticed from figure-10(b) that the rate of 

individual APs is varies. Some APs provide more rate and some 

one very less. In Figure-10(b) AP-6 provide maximum rate 

compare to the other APs. It also explored that with ZF 

precoding scheme achieved higher rate than MMSE precoding 

scheme. 

 Conclusion 

      Cell Free massive MIMO equipped with large number of 

distributed access points (AP) which has potential to provide 

high data rate, spectral efficiency (SE), and energy efficiency 

(EE). The system performance of cell free M-MIMO is best 

when selected access points (AP) from large number of APs. In 

this work, we developed an Access Point Selection (APS) 

algorithm to maximize the system sum-rate with lower power 

consumption. With this APS algorithm we used zero-forcing 

(ZF) and minimum means square error (MMSE) precoding 

schemes used because it reduces the inter-user interference. 

Here, the maximum channel gain-based Access Point Selection 

(APS) algorithm is introduced for access point (AP) selection in 

cell free M-MIMO network to maximize the system 

performance. APS algorithm used to select those APs whose 

channel gain is highest therefore it improves the rate of the 

system. The same number of users is scheduled using simple 

semi-orthogonal user scheduling (SUS) algorithm. It is 

observed that the APS and SUS algorithm jointly improve the 

system rate significantly in cell free massive MIMO system. 

 We explored the system capacity of cell free massive MIMO 

system with 6 APs. The average system rate is also explored for 

different SNR values with ZF and MMSE precoding schemes. 

We observed that ZF precoding schemes provide maximum 

average sum rate where MMSE is minimum. We also analyzed 

the individual rate of APs at 4dB transmit SNR using ZF and 

MMSE precoding scheme. We have noticed from the results 

the rate of individual APs is not equals. Some APs provided 

higher rate some very low. From the result we have seen that 

our proposed algorithm successfully achieved the higher sum-

rate.  
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